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Introduction

In 1980, Rival and Sands proved the following two principles:

RSg: for every countable graph G, there exists an infinite set
H ⊆ G such that every point of G is adjacent to 0, 1, or infinitely
many points of G. Moreover, every h ∈H is adjacent to 0 or infinitely many elements ofH .

RSpo: for every countable poset P of finite width, there is an
infinite chain C such that every point p of P is comparable with 0
or infinitely many elements of C.

We recall that a poset has width κ, writtenw(P ) = κ, if κ is minimal such that P does not have antichains of size κ.
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Introduction

Related principles: RSg

RSg is stronger than RT2
2 (it is equivalent to ACA0 over RCA0). But a

slight modification of it turns out to be equivalent to RT2
2.

wRSg: for every countable graph G, there exists an infinite set
H ⊆ G such that every point of H is adjacent to 0, 1, or infinitely
many points of G.

wRSgr: for every countable graph G, there exists an infinite set
H ⊆ G such that every point of H is adjacent to 0 or infinitely
many points of G.
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Introduction

Related principles: RSpo

The proof of Rival and Sands actually yields more than what RSpo
states.

sRSpo: for every countable poset P of finite width, there is an
infinite chain C such that every point p of P is comparable with 0
or cofinitely many elements of C.

Even more is true: we do not actually need any bound on the size of
the antichains.

RSpo+: for every countable poset P without infinite antichains,
there is an infinite chain C such that every point p of P is
comparable with 0 or cofinitely many elements of C.

proof
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wRSg and wRSgr in the Weihrauch degrees

The proofs of the implication RCA0 ⊢ wRSg → RT2
2 is highly

non-uniform:

it does not seem to be the case that there are fixed
procedures Φ and Ψ such that

f ∶ [N]2 → 2 graph Φ(f)

wRSg-solution HΨ(H ⊕ f)
is f -homogeneous

We would like to measure the “uniform strength” of the principles
above: we will do this by studying them from the perspective or
Weihrauch reducibility.
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wRSg and wRSgr in the Weihrauch degrees

Weihrauch reducibility

We see principles as (multivalued) functions, mapping instances to (set
of) solutions for that instance. For example, RT2

2 takes as input a
binary coloring f of [N]2 and gives as output an infinite homogeneous
set for H .

Given two principles P and Q, we say that P is Weihrauch reducible to Q,
and we write P ≤W Q, if there are two Turing functionals Φ, Ψ such
that, for every instance IP of P, Φ(IP ) is an instance of Q such that, for
every Q-solution SQ of Q, Ψ(SQ ⊕ IP ) is a P-solution to IP .

IP Φ(IP )

Q-solution SQΨ(SQ ⊕ IP ) is
a P-solution

Giovanni Soldà, Leeds Questions about Rival-Sands May 28th 2020 8 / 18



wRSg and wRSgr in the Weihrauch degrees

Weihrauch reducibility

We see principles as (multivalued) functions, mapping instances to (set
of) solutions for that instance. For example, RT2

2 takes as input a
binary coloring f of [N]2 and gives as output an infinite homogeneous
set for H .
Given two principles P and Q, we say that P is Weihrauch reducible to Q,
and we write P ≤W Q, if there are two Turing functionals Φ, Ψ such
that, for every instance IP of P, Φ(IP ) is an instance of Q such that, for
every Q-solution SQ of Q, Ψ(SQ ⊕ IP ) is a P-solution to IP .

IP Φ(IP )

Q-solution SQΨ(SQ ⊕ IP ) is
a P-solution
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wRSg and wRSgr in the Weihrauch degrees

Comparison with classical principles

a linear order is stable if every element has only finitely many
predecessors or finitely many successors. Essentially suborders of ω +ω∗ .

SADS is the principle stating that every stable linear order L has
an infinite suborder C of type ω or ω∗.
CADS states that every infinite linear order L has an infinite stable
suborder.

Lemma
CADS ≤W wRSg, SADS /≤W wRSgr.
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wRSg and wRSgr in the Weihrauch degrees

SRT2
2 and LPO

One may ask “how much non-uniformity” one should add to wRSgr to
be able to solve SADS.

We recall that a f ∶ [N]2 → 2 is stable if for every x ∈ N,
limy∈N f(x, y) exists.
SRT2

2 is the restriction of RT2
2 to stable colorings.

LPO ∶ NN → 2 is the principle such that LPO(f) = 1 if f(n) = 0 for
every n, and LPO(f) = 0 otherwise.

Lemma

SRT2
2 <W LPO ∗wRSgr, SRT2

2 <W (LPO × LPO) ∗wRSg

Question
Can we do better than this?
Is it true that wRSgr ≤W wRSg?
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Generalizations to higher cardinalities

One may ask how crucial the assumption of countability is in proving
RSpo and RSg (and related principles). The answer is easy for RSg:

Lemma (Gavalec-Vojtas)

If κ is an infinite regular cardinal and G is a graph such that ∣G∣ = κ, then
there is H ⊆ G such that ∣H ∣ = κ and every element g of G is adjacent to 0, 1
or κ many elements of H . Moreover, every h ∈H is adjacent to 0 or κ-many elements ofH .

If κ is singular and G is a graph with ∣G∣ = κ, then for every λ < κ there is
Hλ ⊆ G with ∣Hλ∣ = κ and every g in G is adjacent to 0, 1 or at least λ many
elements of Hλ. Moreover, every h ∈H is adjacent to 0 or at least λ many elements ofH .
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Generalizations to higher cardinalities

Things go quite differently for RSpo:

Lemma (Gavalec-Vojtas)

Let κ be an infinite regular cardinal, and P be a poset of finite width with
∣P ∣ = κ. Then, there is a chain C such that ∣C ∣ = κ and for every p ∈ P , p is
comparable with 0 or κ many elements of C.

If κ is singular, then there is a P of width 3 containing no chain C of size κ
such that for every p ∈ P , p is comparable with 0 or κ many elements of C.

What about sRSpo?
sRSpo: for every countable poset P of finite width, there is an infinite chainC such that every point p of P is comparable with 0

or cofinitely many elements ofC.

Lemma
If κ > ω, then there is a poset P of width 3 such that for every chain C of size
κ such that for every p ∈ P , p is comparable with 0 or κ many elements of C
there is pC comparable with κ-many elements of C and non-comparable with
κ many elements of C.
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Generalizations to higher cardinalities

Is there any way to generalize further? For instance, one could wonder
what happens if we try to consider posets P of size κ and w(P ) < κ,
instead of assuming w(P ) < ω.

Lemma (Gavalec-Vojtas)

For every regular κ > ω, there exists a poset P of cardinality κ such that it
contains no chains C of size κ such that for every p ∈ P , p is comparable with
0 or κ many elements of C.

Consider κ ×ω.
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contains no chains C of size κ such that for every p ∈ P , p is comparable with
0 or κ many elements of C.

Consider κ ×ω.
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Generalizations to higher cardinalities

Restrictions to trees

As pointed out by Gavalec and Vojtas,the previous results seem to
suggest that the class of posets is too big.

What happens if we consider
a smaller class, e.g. trees?

Lemma (Gavalec-Vojtas)

If T is a tree such that ∣T ∣ = κ, w(T ) = λ < κ such that for every ν < λ 2ν < κ,
then sRSpo holds for T .

In this framework, RSpo+ behaves interestingly.

Lemma (Gavalec-Vojtas)

If κ is an infinite regular cardinal, then RSpo+ holds if and only if there is no
κ-Suslin tree.
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Generalizations to higher cardinalities

What happens if we consider countable posets of finite height instead
of finite width?

Question
Suppose that P is a countable poset such that every chain has size bounded by
a certain k. Can we find an infinite antichain A such that every p ∈ P is
comparable with 0, 1 or infinitely many elements of A?

What about higher cardinalities?
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Sketch of a proof of RSpo+.
RSpo+ : for every countable poset P without infinite antichains, there is an infinite chainC such that every point p of P is

comparable with 0 or cofinitely many elements ofC.

We suppose that P contains a chain of order type ω (in case it does
not, then it contains a chain of order type ω∗, so we can consider
(P,>P ) instead of (P,<P ) and the same proof works).

Let us consider

B ∶= {B ⊆ P ∶ ∀b, b′ ∈ B∃c ∈ B(c >P b ∧ c >P b′)},
and let M = {m0,m1, . . .} be ⊆-maximal for B.

⋮⋮ ⋮ ⋰ ⋰
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We define the chain C = {c0, c1, . . .} as

c0 ∶=m0, ci+1 ∶=mmin{j∶mj>P c0,...,mj>P ci}

C is clearly of order type ω and a solution: if it was not, then we
could use any counterexample chain to enlarge M .

⋮⋮ ⋮ ⋰ ⋰

∀b, b′ ∈ B∃c ∈ B(c >P b ∧ c >P b′)

Question
Is there a “more constructive” proof?

back
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Giovanni Soldà, Leeds Questions about Rival-Sands May 28th 2020 18 / 18



We define the chain C = {c0, c1, . . .} as

c0 ∶=m0, ci+1 ∶=mmin{j∶mj>P c0,...,mj>P ci}

C is clearly of order type ω and a solution: if it was not, then we
could use any counterexample chain to enlarge M .

⋮⋮ ⋮ ⋰ ⋰

∀b, b′ ∈ B∃c ∈ B(c >P b ∧ c >P b′)

Question
Is there a “more constructive” proof?

back
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